International Journal of Applied Mathematics A International Academy of Science,

& Statistical Sciences ( IJAMSS )

ISSN(P): 2319-3972; ISSN(E): 2319-3980 ‘ . ) Engineering and Technology

Vol. 6, Issue 2, Feb-Mar 2017; 43-54 Connecting Rescarchers; Nurturing Innovations
© IASET IASET g ; g

MULTILEVEL ANALYSIS OF SURVEY DATA

A. SRIVIDYA ' & M. KUMARAN 2
vector Control Research Centre, Pondicherry, India

’Department of Statistical Sciences, Kannur Univgr#iannur, Kerala, India

ABSTRACT

Most public health related surveys are based onpimsurvey methods that result in data with hihaoal
structure leading to dependence between obsergatioonventional statistical methods are used tdys@asuch data
thereby result in imprecise model estimates andrémfces. Hierarchical model modelling represeratissital method
used to analyse nested data. We have used onessuay data on one of the vector borne disease Ipdymaphatic
filariasis, for which multistage cluster samplirg used. Both single level conventional logisticresgion model and
models accounting for the hierarchical data stmaéctere fitted to the data. Comparisons were maderims of estimated
coefficients, their standard errors and goodned# ofeasures. Random effects models showed tHét @b5the variation
in micro filarial status was accounted due to thieknces between villages. Two level models penfed better than the

single level model. The choice of using a multilewedel for small area data and its limitations discussed.
KEYWORDS: Logistic Regression, Multilevel Regression, Hietacal Data, Filariasis
INTRODUCTION

Most of the epidemiological and health related &sidollect data using multi stage sampling de$igfs These
data give raise to a hierarchical data structuagiepts within hospitals, individuals within villag, and therefore need to
be given special attention, while planning analgsid interpretation[7-11]. In this hierarchicalustiure, the clustering of
patients within hospitals, individuals within vilas lead to observations that are no longer inckperas the lower level
units within the higher level units are correlatedeach other. Hence it is only logical to applyltievel analytical
methods to analyse such data to account for thetefff clustering[12] and to study the variabilay different levels.
While analysing so, one can simultaneously exartiaeeffects of different levels on the outcome afale measured at the
lowest level prior to making any inferences[11]rtRalarly, though it is known that disease causatnd its distribution
are influenced by social context (namely environtneeighbourhood), often it has been assumed tigati¢terminants of
health are characterized only by the charactesistit the individuals themselves[13]. More often, ewhgroup of
individuals are being used to collect data, itfteroassumed that there is absolutely no intenadigiween the attributes of
individuals and the attributes of the group in white individual lives which is not true. And pattiarly, when we
examine differences between groups, we need toitdieconsideration of the composition of the umitghe group[10,
14].Multilevel statistical analysis is an approabhat can deal with data having a natural hieraethstructure. With this

approach, the higher level factors will be accodrfite while addressing the causation factors atloevel units[11].

Vector borne diseases are of public health impogasand lymphatic filariasis is one of the most tisling
vector borne disease causing severe morbidityaanttiividuals and economic loss to the nation[¥,Nearly 1.4 billion

people in 73 countries worldwide are endemic famppatic filariasis, a parasitic infection that Isath a disease
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commonly known as elephantiasis[17].In India, massy administration (MDA) programme with albendaz®00 mg)
together with diethyl car bamazine citrate (DEC)r(@/kg)was initiated in 2000 in certain endemidritits, with an aim to
elimination of the disease and eventually they wearescaled to 255 districts[18]. The entire popafain the district is
administered the drugs annually. The impact of tuistrol strategy is measured through microfilauaveys conducted
annually prior to each round of MDA, right from letise, prior to the start of MDA[18]. These survayse multistage
sampling design where villages/wards are randondlecsed within a district and within each of theselected
villages/wards, a random sample of individuals sueveyed for the presence of microfilaria, the p#gacausing the

disease.

In this study we have used the data from one suchi@ofilaria survey carried out prior to MDA
(from the Department of Public Health Tamil Nadu)oine district of Tamilnadu to compare the resoftanalyses done
with the traditional models with those obtainedngsa two level multilevel model. Comparisons aredenin terms of
coefficients (odds ratios) obtained from the fitteddels and their standard errors, significancéhefpredictors both at
village and individual level in relation to occunee of microfilaria in different villages/wards adiscussed the advantage

of the latter over the former.
DATA AND METHODS

The data is from a cross sectional microfilariaveyrcarried out annually in the district of Thiruweamalai
carried out in the year 2000, prior to the impletaton of MDA with DEC/ALB. Villages/wards were rdamly selected
and surveys were carried out in a random sampieddfiduals of these selected villages/wards. lidiial level data like
age, sex, microfilaria count were available. At thieage level, the variable that was available ypagulation density of
the selected village/ward (obtained from CensugalMiebsite).This data has two levels: level 1 -hiiddials and level
2 — villages and hence was used demonstrate tHecatpmn of hierarchical models and compare theilteswith those
obtained through the conventional methods like dtigiregression analysis. The outcome variable méstatus ()
(categorical variable: 0 = no filariasis, 1=filegig) of the ith individual in the jthvillage andeglictor variables were
age(denoted by x), gender(denoted by ¥R type of residence (urban or rural)(denoted byfe8 the ith individual in the

jth village and population density\@illage/ward level)

Our objective here is to see the possible assoniaif the above mentioned variables on the occoeresf
microfilaria. As the outcome variable is binary, Wwave attempted to fit two forms of logistic modetlse traditional
models that does not account for multilevel datacstire and other ones that accounts for the raudtil data structure.
The coefficients estimated of these models witlir tiiandard errors and 95% limits are estimatedthadmodel fits are

compared to see the performance of these modeth €mming paragraphs briefly describe the basitkemodels.
Logistic Regression Model

The most commonly used generalized linear modeal dithotomous response variable is a logistic s=jpa and
is specified by the probability distribution is bimial () with meany, a linear predictor is the multiple regression
equationn ien =B, + B,x; +B,x,, and the link function is the logit function givéoy n=logit(). The outcome in
logistic regression analysis is often coded as D, evhere 1 indicates that the outcome mf statpssitive, and 0 indicates

that the mf status is negative. If we defipas the probability of being mf positive then
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logit(m;) = logit ((1f;i)) = B, + B,x1; +B,x2; + P,x3; (1)

Where pis the probability of being mf positive and lip the probability of being mf negative. In othwords,
the log odds of the outcome, is modelled as a fimeanbination of the predictor variables in theadakhe regression
coefficients are estimated by the method of maxinikelihood. We have fitted logistic regression rebavith robust

errors (unclustered assumption) and cluster radusts (accounting for clustering).
Models Accounting for Multilevel Structure

A generalized linear model for a dichotomous respomariable accounting for the multilevel structise
specified by probability distribution fat; is binomial{, n;) with meany; the linear predictor is the multiple regression
equationn egmn =v,, +v,,Xij +Yo1Z + ¥11Z;Xjj + uyx; + up; and the link function is the logit function givesy

n=logit()

Accordingly, the two level model can be written as

loglt(n”) = YOO + leX]'ij + ’YZOXZU + Y30X3ij + '}/01Zj + uoj (2)

Uo; are the errors associated with random effects, lyathe communities, with mean 0 and variance dehbte
6’40, While the fixed part is specified Yo Y10 Y20 Yo1 » the random part is specified by Estimation of variance of the
random effect terms helps in understanding theatian in the response variable that is occurring ttuthe communities
ie the level-2 units. As an outcome of this multeanalysis, a quantity termed as intra clusteratation (ICC)p is also
estimated. ICC is defined as the proportion ofaraece explained by the grouping structure in theufagjon and is given
by

2

— %ug 3
P=T (3)

oho+ 0'3)

Whereg;;, is the variance of the level-2 errorg; Tthe intra class correlatiop can also be interpreted as the

correlation between two randomly selected levehitsuin a randomly selected level-2 unit.. The gulesapproaches to

model the random effects ie level-2 effects usiagous types of models are briefly described below.
A Random Intercept Log it Model Approach

This is basically a generalized linear log it modélere the intercept is modelled in such a way ithatallowed

to vary across the level-2 units , while contraliior level-1 predictors. In our case, from the &tpn (2),
logit(nij) = Yoo + V;0X1ij +7,0X2ij + ¥50X3ij T V01Zj + Wy (2)
The termy,, + u,;is considered the intercept wherg varies with village. The parameters estimatechizse
models are cluster specific, here community spepifirameters.
A Latent Variable Approach

The above mentioned random intercept log it model also be modelled by introducing a latent vaeabl
(unobserved variable) that is continuous and meastire effect of level-2 units on the responseatsdei This model is

specified as follows.
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Suppose thatiji/ is an unobserved variable (e.g., \propensity otatact diseases), and that we obsegvasy

Then the threshold model is given by

Vit = Boj + Bixlyj + Box2ij +u; + ey 5)

With

var(yij*|xij,uj) = var(uj) + var(e}) = a2 +3.29

where the residual variance is fixed jfalows a standard logistic distribution with me@nand variance is
(n/3 = 3.29).Further the quantity variation partiiiom coefficient (VPC) is given by

2
G'uo

VPC = —————
(0'130"' (7!/3))

(6)

and is termed as the marginal intra class corogldtetween the ‘latent responses’.
Marginal or Population Averaged Model Approach

Another alternative to a random effects model almwfor clustering is a marginal model. This alttine

approach, accounts for clustering and adjusts ataretrors.
loglt(n”) = YOO + leX]'ij + ’YZOXZU + Y30X3ij + '}/01Zj (7)

Here the clustering effect is seen as a nuisanddance there is no parameter representing thatiaribetween
level-2 unit and no estimation of group effects.riyiaal models are usually estimated using a mettadéd Generalised
Estimating Equations (GEE), and the models theresedwe sometimes called GEE models. Also, herpahemeters that

are estimated are population averaged parameters.

We carried out sensitivity analyses by comparingétsingle level model (logistic regression modéts option
of robust errors and errors adjusted for clustgriwgh the two level random logit model, latent iadnle model and

marginal model.
Statistical Software

Three logistic models (with default errors, robastors and cluster adjusted errors), two levetioam effects
models, a latent variable model using gllamm (Galimed latent linear and mixed models)[10, 19]arapyation
averaged model were fitted using the statisticfiwsose STATA SE (version 9.0), Stat Corp, U.S.A. Witted these
models to the filariasis survey data and compahnedperformance of these models to see, how thetedfehierarchical
structure of the data on the regression coeffisiearid variance components. In these models we assemed no

interactions between predictors at levels 1 and 2.
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RESULTS

Basic Characteristics

Data from the microfilaria surveys were conducted 4 villages/wards of Thiruvannamalai district2@00 prior

to the implementation of MDA were used for this Isais.

The details that were available for each individwale age, gender, type of residency. As for thlage/ward,
the only variable available was population den3igle 1).The details of villages/wards and theicnafilaria rates with
village\ward wise sample with microfilaria positsrare shown in Table 2. The response variableeaamibrofilaria (Mf)
status in an individual. A total of 2882 individaalere examined in the survey from 14 villageshsafT hiruvannamalai
health unit district in 2000. Though the overallcrofilaria was 3.3% it ranged between 0.0 to 11.4é&toss these

villages/wards.

MODEL FITS
Logistic Regression Model

As mentioned we started out with fitting the logistegression model with predictors like age, sgpe of
residence and population density of the villagefivBine results of the fit of single level logit médaeth robust errors and
errors adjusted for group (clustering) variable swenmarized in Table 3. It may be seen that whily gender was not
significantly associated with microfilaria prevaten age, type of residency and population densiyewsignificantly
associated with occurrence of Mf for the model aseg robust errors and that living in rural areasréased the risk of
being Mf positive by 8.3 times.For the model in ethithe errors are adjusted for clustering, onlydgerand type of
residency were significant.It also showed thatriek of Mf increased by 1.5 times in males when pared to females

and 8.3 times higher among those who lived in rarahs than those living in urban areas.

All the single level models were significant, asselved by the significant chi square value of 56.51
(with p value<0.0001).

RANDOM EFFECTS MODELS ACCOUNTING FOR TWO LEVEL STRU CTURE
Random Intercept Log It Model
This two level model accounts for the level 1 indials nested within level 2 village/ward. To staith a null

two level model with constant alone was fitted witkfault 12 integration points. It was observed tha log-odds of
being mF positive in an "average" village is -3.3he variance of the random errogsisi estimated as,*> = 1.05 with a
rho value of 0.24 which was statistically signifitavith a chi square = 44.2and p value <0.001 &nmwn in Table 3).
Figure 1 shows the caterpillar plot that depicks Wilage (random) effects with rank of predictatlage level random
effect in the X axis and the predicted the villagadom intercept with 95% confidence intervalsha ¥ axis. It may be
seen of the 14 villages/ward, some villages arevbd, some overlap over 0 and some are signifigaadtiove the 0,

clearly indicating difference sat village level.

With the inclusion of other predictors like ager@ed), sex and the type of residency in the sjues# model
the between village level variance significantldueed to 0.25 (0.154).0f all the predictors, onlyet of residency was a
significant predictor, the risk increased from &3.0.7 for those living in rural areas. There wl® a substantial increase
in their standard errors too (Table 3). Thoughrésdual intra class correlation reduced from @@4.072, it was still

significant, showing that 7.2% of the differences the microfilaria rates were attributable to diffieces between
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villages/centres. Further, both -2log likelihooddahlC, measure of goodness of fit of models, inticthat a two-level

model is a better option than a single level modai{e 3).
Random Intercept Model as a Latent Variable Model

The effect of the village on the response variablen unobserved variable and the results of #tent variable
model were very similar to those obtained to tweelgandom intercept model as seen in Table 3.0dus ratios and the
model fit results are almost the same as thatetwo-level random intercept log it model. Here tlagiation partitioning
coefficient (VPC), also known as the marginal Id&bahad almost the same values as those obtaineaigth the random

effects log it model.
Marginal or Population Averaged Models

The odds ratios estimated under this model is shiowiable 2. It may be seen that the values estichander
this model is less that those estimated by theilendd models, however the only predictor signifitavas the type of
residency. It may be seen that there are sepastiteages of variances due to level-2 random effeotsvever, the

standard errors are adjusted for the clusteringbke, namely villages/wards.
DISCUSSIONS

This study compared two analytical methods to etalithe differences in the microfilaria rates, niymbe
traditional single level models vs two-level hiatsical models. The results have shown that thectsffef villages/wards
were sensitive to the type of method used for amlyThe two level hierarchical model confirmed fhelings of the
single level model for most predictors and how edsling the inferences could be if one used thetitvadl model.
The two level model showed that population densig no longer a significant predictor and also ltedun higher odds
ratio values for the type of residency comparethéosingle level model. The analysis above has stwearly that when a
data with the hierarchical structure is analysedoitng the nested nature of the data, there is ssipitity losing
information on the variable we are interested itne Tconventional single level model, assumes inddgare of
observations and the errors and this leads tompsisignificance to predictors providing smallanstard errors (Table 3).
Studies elsewhere have shown that age is a signifiactor associated with microfilaria[20-22] dr study did not
support that finding. Though the single level moslebwed age as a significant predictor, while aijgsfor clustering
that significance is lost suggesting the influenéehe village level aspects. It has been repoeiséwhere multilevel
modelling techniques are the most appropriatessizdl method for dealing with outcomes collecteahf individuals
clustered within groups and in particular when ¢hisra great heterogeneity in sample sizes[23-26pa been observed in

our case (sample size range: 100-500).

Application of the multilevel model to this datashlarought out facts that could have been missetewising a
conventional single level model. The finding thae #.1% the variation in microfilaria rates wereiltitable to difference
between the villages/wards indicate that theresarae village/ward level factors that result in hegeneous pattern of
microfilaria rates within a district. First and tf@emost is that it allows us to take into accoohthe clustering effect
i.e the interdependence between the observatioms illage and has provided an estimate measutiegcbrrelation
among them in terms of significant intra correlaticoefficient (ICC). Microfilaria surveys conductéy the national

programme to assess the impact of MDA are of hibieal in nature.
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In this analyses, four models namely the clust¢usaeld logistic model, random intercept log it mipdatent
variable model and the marginal model accountedhferandom effects due to clustering phenomenaléwttre first one
is a single level model adjust the standard embthe regression coefficients for effects clustgrithe next two provide
an estimate for the variation due the unobservedl/{2 (here village/ward) clustering effects, tfastlone models the
clustering effect as considered a nuisance andstdwedard errors of the model coefficients are aegudor overall
grouping effect. As the goodness of fit measureselp AIC and the -2log likelihood are lowest foettwo-level models
(random effects log it and latent variable modills analysis shows the most suitable model far tyype of data are the
multilevel models. The choice of models to a hienéral data depends on what the objective of theysis. If the
inferences are to be made at population level wHmds not require the group specific effects, thevould be advisable
to use population averaged models. If on the ofiaerd, one is interested in the group specific &fen an outcome

variable, it is only more appropriate to use ment@l models with random effects or random coeffitse

This analysis has highlighted the possibility oémation of village level factors for the observesddiogeneity in
the microfilaria rates among the villages/wardsgsinultilevel analytical method with few predictofihese results may
be corroborated with heterogeneous spatial digtdbuof filarial infection in the villages of Tammadu reported
earlier[27]. This finding has clearly pointed ouitat in addition to the individual level variatiothe effect of the
community level factors [28]where these individulile in also matter for the occurrence of micrtarfiaas has been
reported elsewhere. An analysis with this apprdactihe data collected prior to the introductionttod large scale MDA
programme has shown the microfilaria rates are atgohby village/ward effects. Analysis of post M@ata in similar
lines can be carried to see if the same trend mwoesi or the impact of MDA has reduced the diffeesnoetween villages
ie bring down the microfilaria rates uniformly tdaw level, which also could be indirectly considéras the success of

the MDA programme.

The limitation of this study is that we had onlytaldor 14 villages/wards and also information ofyofew
predictors at individual level and only one predicat village level. As this data was collectedaapart of baseline
evaluation by the health department, we could mitrgore information like other household factoke lproximity to
mosquito breeding, and village level factors likegged drains, presence of stagnant water bodasaid breeding of
vector mosquitoes on the surveyed individuals. Harethe results of this analyses have providestape for application
of multilevel analysis on filariasis data and sedxplore the role of macro level factors on theunence of microfilaria

in a village\ward.
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Dependent variable

Table 1: Characteristics and Codes of the Data Used

A. Srividya & M. Kumaran

Mf status-Y; mf status: Mf positive=1 ; mf negative=0

Predictors

At Individual level

Age - X3 Age of the ith individual sampled in jth villagedvad

Gender -X2 gender status : Female=0 and male=1 of the itiviohaal in jth village/ward

Type of residence-%3

urban=0 and rural=1; residency status of thentlividual in the jth village/warg

At village level

Population density (per Kn

Population density of th&Yillage/ward

Table 2: Microfilaria Rates among the Surveyed Vilhges/Wards in 2000

1 DEVANOOR 100 8 8.0
2 | JADATHARIKUPPAM 100 11 11.0
3 NEIVANATHAM 100 8 8.0
4 POONDI 114 5 4.4
5 SU.VALUVETTI 200 5 2.5
6 TANDARAI 200 11 5.5
7 THANIPADI 500 8 1.6
8 THIRUMALAI 177 10 5.6
9 ULAGAMPET 100 10 10.0
10 VILVARANI 103 9 8.7
11 WARD 1 444 6 1.4
12 WARD 14 324 0 0.0
13 WARD 24 125 0 0.0
14 WARD 7 295 5 1.7
Grand Total 2882 96 3.3
Table 3

Fixed
effects
Age
(Centered 1.012 1.012 1.012 1.012 1.011
around ©0.005) | 9928 | 0.006)| 9% | (0.006)| 904 | (0.006)| %O | (0.006) | 00°3
mean)
Gender

1.479 1.479 | 1.466 1.466 1.427
(Male (©315) | 0086 | ¢ 15g)| 0000 | oI 0074 | (200 | 0073| 22D | 0.072
coded 1)
Residency

8.333 | 8333 | 10.744 | 10.716 | 9.005 .
S:Rogg: y | @78 0.000" | 3323 | 0.000% | e} 0.000 | 51 0.000% | ged | 0.008
Population | 0.999 [ 0999 0.999 0.999 0.999
density 0.0004)| %99%" (0.001)| 9198 | 0.001)| 9292 | (0.001)| %%%°| (0.001) | 006
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(Centered
around
mean)
Random
effects
Village - 0.2540 0.2558
Ou0” (0.165) (0.169)
0.0718
ICC (rho) (0.044)
Variance
partitioning 0.0721
coefficient
(VPC)
-2log
likelihood 785.4192 785.4192 775.5600 775.5600
value
LR chisqr 49.99 50.01
p value <0.00001 <0.00001
AIC 795.42 795.42 787.56 787.56
LR test for 9.9000
rho, chi sqr
p value <0.0001
2 3
2 2 |
. bt
£ L 1 1iite
0 . O
E ttt r
g -1 -
-]
3 3
(=9
-4 | I
0 5 Rank 10 15
Figure 1: Predicted Random Effects of a Null Model
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